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Abstract- Business intelligence (BI) technologies provide 

historical, current, and predictive views of business operations. 

Data mining is the core BI. This study uses data mining 

techniques to analyses historical data of banking system. These 

techniques including K-means method, fuzzy c-means clustering 

method, self-organizing map and expected maximization 

clustering algorithm are used to choose the best clustering 

algorithm to segment customers into groups. Then the 

Dominance-Based Rough Set Approach is applied to provide a 

set of rules to classify customer in bank system. The induced 

rules can provide recommendations of behaviors that increase 

the risk in financial processes. 
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I. Introduction 

 
Business Intelligence (BI) is defined as the ability for an 

organization to take all its capabilities and convert them into 

knowledge [1]. BI aims to support better business decision-making. 

Thus a BI system can be called a decision support system (DSS) [2]. 

Financial system such as private banking system is considered as a 

sector of BI. 

Risk classification is an important part of financial processes; there 

are some behaviors that increase the risk of business failure. 

Business failure prediction is a scientific field which many academic 

and professional people have been working for, at least, the three last 

decades. The high individual and social costs encountered in 

corporate bankruptcies make this decision problem very important to 

parties such as auditors, management, government policy makers, 

and investors. Also, financial organization, such as banks, credit 

institutions, clients, etc., need these predictions for firms in which 

they have an interest (of any kind) [3]. 

Therefore, they are very much interested in establishing an “early 

warning system” that they can use to predict business failure and 

prevent bankruptcy. Many methods have been used in the past for 

prediction of business failure such as discriminate analysis [4], 

logistic regression [5], factor analysis [6], and simultaneous-equation 

model [7]. Later researches have used other methods such as neural 

networks [8], Bayesian belief networks [9], and isotonic separation 

[10]. These approaches are only good for crisp types of data sets and 

certain data values. If the values of data continuous or uncertain we 

must apply fuzzy theory [11]. In this study, for predicting business 

failure, data mining techniques are used. First some cluster methods 

such as K-means method, fuzzy c-means clustering method, 

self-organizing map and expected maximization clustering 

algorithm are used to partition customer in bank system into 

subsets. Each subset is a cluster, such that object in a cluster 

are similar to one another, yet dissimilar to objects in other 

clusters. After applying cluster methods, it would be of 

interest to know which clustering method performs best in a 

real world case of banking system so quality assessment is 

used for this purpose. Second, the Dominance-based Rough 

Set Approach (DRSA) as a classification method is used to 

provide a set of rules to discriminate between healthy and 
failing customer in order to predict bankruptcy in bank 

system. DRSA, originally developed by Greco et al. [12], is a 

relatively new approach in data mining that is very useful for 

data reduction. The rough set theory a kind of natural 

language computation is particularly useful for dealing with 

imprecise or vague concepts [13]. A set of decision rules are 

generated by applying the rough set approach to analyze the 

classification data. These decision rules are in the form of 

logic statements of the type ‘‘if conditions, then decision”. 

The set of decision rules represents a preference model for the 

decision-maker that is expressed in a natural and 

understandable language. The rough set theory has been 

successfully applied in a variety of fields, including medical 

diagnosis, expert systems, business failure prediction [3], 

travel demand analysis [14], the insurance market [15], 
accident prevention [16], topology education [17], and 

customer behavior in airline market [18]. 

Although the Classical Rough Set Approach (CRSA) is a 

powerful tool for handling many problems, it cannot deal with 

inconsistencies originating from the criteria. However, the 

DRSA has an advantage over the CRSA in that it has access 

to an information table that displays comprehensive 

dominance relations. It is able to deal with inconsistencies 

where decisive classes are not consistent with their criteria. At 

the end of this study, CRSA is applied to show these 

advantages.  

The aim of this study is to discuss how clustering 

techniques can be used to cluster customer in banking system. 

Then dominance rough set can be used to analyze these data 

and extract rules that can help in the prediction of behaviors 

of customer that increase the risk financial processes. 

The rest of the paper is organized as follows: In Section 2 

we describe a review of clustering methods, Section 3 present 

the basic concepts of rough set technique, Section 4 describes 

the case study of banking system and the experimental results. 

http://en.wikipedia.org/wiki/Decision_support_system
http://en.wikipedia.org/wiki/Business_intelligence#cite_note-power-1
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Section 5 shows comparison between CRSA and DRSA. Finally, 

Section 6 concludes the paper.  

 
II. Review of clustering methods 

 
 Four different clustering algorithms are applied in this study. The 

algorithms that are chosen are: K-means, fuzzy-c means, expected 

maximization (EM) and Self Organization Map (SOM). 

1. K-means method 

  
K-means method is a very popular approach for clustering because 

of its simplicity of implementation and fast execution. The formula 

of K-means method is as follows  

,       (1) 

where the distance between two points Xr and Xs is given by the 

square root of the sum of the squared distance over each coordinate 

and each ci in the following equation represents the weight. If the 

weights are normalized then  [19]. The steps of the K-

means algorithm are given below:  

 Select randomly k points to be seeds for the centroids of k 

clusters. 

 Calculate distance between each point and each centroid then 

assign each point to the centroids closest to the point. 

 After all points have been assigned, recalculate new centroids 

of each cluster. 

 Repeat step 2 and step 3 until the centroids no longer move. 

 
2. Fuzzy c-means method  

 

Fuzzy c-means clustering method has been developed that a data 

point can belong to many clusters with different membership grades 

between zero and one [20] [21]. It is based on minimization of the 

following objective function:  

 

                        (2)        

where is any real number greater than 1, is the degree of 

membership of  in the cluster , is the ith of d-dimensional 

measured data, is the d-dimension center of the cluster. 

The steps of the Fuzzy c-means algorithm are given below: 

 Initialize U= [uij] matrix, U(0) 

 At k-step, calculate the centers vectors C(k)=[cj] with U(k) 

 

                 

 Update U (k), U (k+1)  
 

 

 If <ε then STOP, otherwise return 

to step 2. 

 
3. The expectation and Maximization clustering algorithm  

 
EM is a well-established clustering algorithm in statistics 

community. EM is a distance based algorithm that assumes 

the data set can be modeled as a linear combination of 

multivariate normal distributions and the algorithm find the 

distribution parameters that maximize a model quality 

measure, called log likelihood [22].   

 
4. Kohonen’s Self-Organizing Map 

 
SOM is one of the most popular and powerful neural 

networks in the unsupervised learning domains [23].  

Summary Steps is below: 

Step 0: Initialize weights . 

 Set learning rate parameter.         

 Step1: While stopping condition is a false, do step 2-8.                                                                       

 Step 2:  For each input vector x, do steps 3-5. 

 Step 3:  For each j, compute: 

 ) 2)                                               (5)  

 Step4: Find index j such that  is a minimum.                                                                   

 Step5: For all units j within a specified      neighborhood of J, 

and for all i                                                                             

                    (6) 

 Step 6: Update learning rate. 

 Step7: Reduce radius of topological neighborhood at 

specified times.   

 Step 8: Testing stopping condition. 

 
III. Basic concepts of the Dominance Rough Set 

Approach 

 
The rough set theory, firstly introduced by Pawlak [24], is a 

valuable mathematical tool for dealing with vagueness and 

uncertainty [13]. For a long time, the use of the rough set 

approach and other data mining techniques was restricted to 

classification problems where the preference order of the 

evaluations was not considered. This is due to this method 

cannot handle inconsistencies that occur as a result of the 

violation of the dominance principle [25]. In order to deal 

with this kind of inconsistency, it was necessary to make a 

number of changes to the original rough set theory. This 

method is mainly based on the substitution of the 

indiscernibility relation for a dominance relation in the rough 

approximation of decision classes [26].  

 
1. Data Table 

 
In rough set theory, data is represented as data tables. It can 

expressed by a 4-tuble information system IS = (U,Q,V, f), 

where U is a finite set of objects, Q is a finite set of attributes 

. Moreover, V is a set of all attribute value such that 

(3) 

(4) 
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 and  is the domain of the attribute q,  is 

an information function such that  for each  

and . The set Q is usually divided into set  of condition 

attributes and set  of decision attributes . 

 
2. Rough approximation by means of dominance relations 

 
Let  be an outranking relation to U with reference to criterion 

 such that  means that ‘‘  is at least as good as  with 

respect to criterion ”. Let : object x dominates object y 

(denotation ), if x  y stands for every . Now, it is 

possible to define sets: 

, 
  

Let be a set of classes of , which 

means that each element of  belongs to one and only one class. For 

 and  we have: 

   

Where  means  and not  

It is possible to define a set:  
  

Furthermore, it is possible to define P–lower and P–upper 

approximations of  : 

 
      

      

 

By analogy, for: 

We have: 
                         

   

The P-boundaries of  and  are defined as 

      

    

We define the accuracy of approximation as 

,  and 

 

  

defines the quality of approximation. 

 
4. Decision rules 

 
The end result of rough set theory is decision rules. In the decision 

rule , formula  and  are called condition and decision, 

respectively [26].the form:  , where  means that attribute 

 with value I, means the decision attributes and the symbol 

 denotes propositional.  

 Various algorithms have been proposed for induction of 

decision rules and these algorithms tend to generate a 

minimum set of rules with smallest number of rules. In this 

study, the algorithm for induction in dominance rough set 

regarding decision rules is obtained from [25] then LEM2 

algorithm [27] is applied for CRSA and the difference 

between two algorithms is presented. 

 

IV. A case study of Banking System 

 
The purpose of this study is to identify the best clustering 

technique for analyzing customers in bank system and how 

rough set theory can be used to extract rules that show the 

behaviors of customers in the financial process. In order to 

show this purpose, we carried out an empirical study of 

banking system. Fig. 1 illustrates research model in this 

study. 

 

 
 

 

 

1. Data Sample 

 
According to the database which collected from data 

warehouse Barclays bank in the period from 30/12/2008 to 

30/5/2009 as a six month, the database consists of seven 

measured variables as follow: 

 Average Revenue; refer to average income of the 

customer per month. It is categorized into 12 levels by: 

(1) 0-1000 (2) 1001-2000 (3) 2001-3000 (4) 3001-

4000 (5) 4001-5000 (6)5001-6000 (7)6001-7000 

(8)7001-8000 (9)8001-9000 (10)9001-10000 (11) 

10001-20000 (12) 20001-25000  

 Internal Transfer means the local transactions between 

customer accounts or between two customers’ accounts 

in the six months. It is categorized into 6 levels by: (1) 

0-5 (2) 6-10 (3) 11-15 (4) 16-20 (5) 21-25 (6)26-30 

 Foreign Transfer means international transactions in 

the six months. It is categorized into 6 levels by: 

 (1) 0-5 (2) 6-10 (3) 11-15 (4) 16-20 (5) 21-25 (6)26-30 

Fig.1 Schematic diagram of the proposed system 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 
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 Loan Count a, no of loans in the six months. 

 Loan Over Due, means the unpaid installments of the loan in 

the six months. 

 Guarantees, means the loan guarantees. 

 CC_Over Due, means credit card unpaid installments. It is 

categorized into 5 levels by: (1) 0-5 (2) 6-10  (3) 11-15 (4) ) 

16-20 (5) 21-25 

 

2. Ideal number of clusters 

 

To determine the best number of clusters in this study, SOMs 

recommended by [28] are used. By using SOM clustering 

techniques, we found 3 clusters is the best number of clustering. 

 

3. Quality Assessment 

 
Since each clustering technique has its own strengths, it would be 

of interest to know which clustering technique is more suitable for 

this case study. One method that determines cluster quality 

assessment suggested by [29] is performed. 

 
4. Results from clustering techniques 

 

The following analyses describe the clustering results using four 

different clustering techniques. 

Table 1 shows the three clusters generated by K-means, fuzzy c-

means, EM, SOM and include information about the number of 

samples for each cluster. 

 
Table1: Brief summary of number of objects in three clusters by four different 

methods 

 K-means Fuzzy c-

means 

EM SOM 

Number 

of cluster 
    

1 60 219 174 608 

2 609 76 616 208 

3 201 575 80 54 

 
Table 2 shows the quality assessment of four clustering. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table2: Cluster quality assessment among four different methods 

 K-means Fuzzy c-

means 

EM         SOM 

Inter cluster 

distance 
    

D12 8.599705 3.831902 7.633362 55890677 

D13 6.640743 6.717687 3.335768 0514939 

D23 7.409536 3.198636 5.984014 55866001 

diameter     

D1 11.74734 13.30413 11.35782 8.426149 

D2 8.426149 13.22876 13.49074 10.44031 

D3 10.44031 6.164414 15.55635 10.72381 

Cluster quality = minimum inter-cluster distance divided by 

maximum size of cluster (diameter) 

Quality 

assessment 
K-means Fuzzy c-

means 

EM SOM 

 0.565297 0.240424 0.214431 0.70962 

 
The cluster quality assessment in Table 2 shows SOM 

clustering algorithm is far better than the other methods 

because of its largest value in inter-cluster distance divided by 

the size of the cluster. 

Now, DRSA is performed in the clustered banking data with 

cluster1 for risk customer, cluster2 for uncertain customer and 

cluster3 for normal customer. 

 

5. Information table for customer in banking system 

 

After applying the best cluster algorithm, appropriate data 

table is found with condition and decision attributes. The 

data table can be shown in relation to the function of 

nominal values of considered attributes with its preferences 

in as shown in table3: 

 
Table3: Specification of attributes related to customers 

 Attributes Nominal 

Values 

Preference 

Conditional 

Attributes 

AverageRevenue 1,2,3,4,5,6,7,

8,9,10,11,12 

Gain 

InternalTransfer 1,2,3,4,5,6 Cost 

ForeignTransfer 1,2,3,4,5,6 Cost 

LoanCount 0,1,2,3,4 Cost 

LoanOverDue 0,1,2,3,4,5,6 Cost 

Guarantees 1,2,3,4,56,7,

8,9,10 

Gain 

CC_OverDue 1,2,3,4,5 Cost 

Decision 

Attributes 

CustClass 1,2,3 Gain 
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6. Results of the DRSA analysis 

 

The results of the DRSA analysis consisted of two parts: quality 

of approximation and rule generation.  

 

1. Quality of approximation 

 

The accuracy of approximation for three decision classes is 

shown in table4. 

 
Table4: Accuracy of classification 

 At most 

1 

At most 

2 

At least 

2 

At least 

3 

Lower 

approx. 

608 806 181 49 

Upper 

approx. 

896 639 181 84 

Boundary 9 14 9 14 

Accuracy 9 0.971 9 0.625 

 

The results indicate good accuracy for the different class. In 

general, high values for the quality of classification and accuracy 

mean that the attributes / criteria selected are an approximation of the 

classification. The "At most 1" class is the "risk in bankruptcy".  

There are 608 objects belonging to that class. The accuracy of 

approximation for "At most 1" is one. The "At most 2" class includes 

the "uncertain in bankruptcy" classes, for which accuracy reaches 

0.971.The accuracy of "At least 2" class is one. The "At least 3" 

class refers to "normal in bankruptcy", and its lower and upper 

approximation are 40 and 64 respectively. The accuracy of "At least 

3" class is 0.625. The overall quality of approximation is calculated 

as follows (870-24)/870 = 0.972. 

 

2. Rule generation 

 

We establish a set of rules, the "minimum cover rules" (i.e., where 

the set does not contain any redundant rules), and these rules are 

certain, such that there are a total of 10 rules generated from the data. 

The following table shows the minimum cover rules obtained. 

 
Table5: Minimum cover rules generated in DRSA from bank data set 

ID Conditions Decision Strength 

1 (Guarantees <= 4) & 

(AverageRevenue <= 6) 

CustClass <= 1 608 

2 (AverageRevenue <= 5)  CustClass <= 2 788 

3 (LoanOverDue >= 4) & 

(CC_OverDue >= 2) 

CustClass <= 2 8 

4 (LoanCount >= 3) & 

(LoanOverDue >= 3) 

CustClass <= 2 3 

5 (AverageRevenue <= 6) & 

(ForeignTransfer >= 2)  

CustClass <= 2 117 

6 (AverageRevenue >=8) CustClass >= 3 36 

7 (AverageRevenue >= 6) & 

(InternalTransfer < = 1) & 

(Guarantees >=3) 

CustClass >= 3 6 

8 (AverageRevenue >= 7) & 

(LoanCount <= 0) 

CustClass >= 3 20 

9  (Guarantees >= 5)  CustClass >= 2 241 

10 (AverageRevenue >= 7) CustClass >= 2 52 

  

For customers (rule 1), their decisions are at most 1 when 

AverageRevenue is at most 6 and Guarantees is at most 4. 

This rule represents 69% of customers. Rule2 with strength 

788 suggests that the customer decision will at most 2 when 

AverageRevenue less than or equal to 5 (low value). This 

means that nearly 90% of customers will consider in class 1 if 

AverageRevenue has small values.  From rule4, we can see 

that if LoanCount is at least 3 and LoanOverDue is at least 

3then their decision will be at most 2. This indicates that if 

the values of LoanCount and LoanOverDue have been 

increased than 3 the customer will not be in normal case. 

From rule 6 if AverageRevenue is at least 8 then the decision 

will be at least 3 (normal customer). In rule8, if 

AverageRevenue is at least 8 and the customer has no 

LoanCount then the customer will be in normal case. Rule9 

cover 27% of customers and this rule indicates that if 

Guarantees is at least 5 (high value) then customer will not be 

considered in risk case. Rule10 shows that if 

AverageRevenue is at least 7 then the customer will be in 

safety. 

 

V. Comparison with classical Rough set 

 
To make comparison, LEM2 algorithm that generates 

minimum cover rules in the classical rough set is applied to 

show the difference between DRSA and CRSA. After 

applying the algorithm, there are a total of 48 rules (table 6 - 

an instance of generated rules) generate from the data of 

customers, with 9 rules corresponding to class 1, 28 rules to 

class 2 and 11 rules to class 3, and from the previous results 

of DRSA there are only a total of 10 rules generated from 

information system. The first advantage of DRSA over CRSA 

is that the criterion rel. value) of decision rules resulting from 

DRSA use , while those resulting from CRSA 

use DRSA syntax is more understandable and 

makes the representation of knowledge more synthetic, since 

number of minimal sets of decision rules are smaller than 

number of minimal sets of decision rules resulting from 

CRSA . 

 
Table6: Minimum cover rules generated in CRSA from bank data set 

ID Conditions Decision Strength 

1 (AverageRevenue = 1) 

& (Guarantees = 1) 

CustClass = 1 348 

2 (AverageRevenue = 2) 

& (Guarantees = 1) 

CustClass = 1 151 

3 (Guarantees = 3) & 

(CC_OverDue = 1) 

CustClass = 1 3 

4 (AverageRevenue = 1) 

& (Guarantees = 1) 

CustClass = 1 348 

5 (AverageRevenue = 2) 

& (Guarantees = 1) 

CustClass = 1 151 

 

These attributes are benefit or cost in nature, so the second 

advantage of DRSA is that Classical rough set is not able to 
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discover inconsistencies that result from the preference order in 

domains of attributes and in the set of classes. 

An example of this problem in the bank dataset: 

 
AverageRevenue=6AND LoanCount =1 AND LoanOverDue =2 => CustClass =2 

AverageRevenue =6AND LoanCount =2 AND LoanOverDue=2 => CustClass =1 
 

The higher value of AverageRevenue, the better his class and the 

lower value of LoanCount and LoanOverDue, the better his class. In 

the previous two rules the values of AverageRevenue and 

LoanOverDue are similar but value of LoanCount in the first rule is 

lower than the value in the second rule but the decision class of 

second rule is better than the decision class of the first rule. 

The final step of the comparison is to check the feasibility of the 

decision rules generated in this study through 10-fold cross 

validation technique. First 90% of the data are chosen randomly and 

from it decision rules are generated. The remaining 10% of the data 

are used to validate the hit rate of the generated decision rules—i.e., 

the percentage of correct predictions for each class. This procedure is 

repeated 10 times; the hit rate is shown in Table 7. 

 
Table7: Hit rates for DRSA and CRSA analysis 

 Class1  Class2 Class3 

Class1 608 (603) 0 (4) 0 (0) 

Class2 0(0) 207 

(194) 

1 (2) 

Class3 0(0) 15 (4) 37 (45) 

Correct decision 852 (842) 

0.01992 (0.0217) 

98.03% (96.78%) 
classification error 

Correct hit rate 

 

 

As shown in Table 7, the overall classification error is only 1.9% 

with 852 objects decided correctly. The effectiveness of the DRSA is 

shown by the results of discriminant analysis in Table 9.Clearly the 

DRSA shows better prediction ability than does CRSA .The hit rate 

has increased from 96.78% with CRSA to 98.03% for DRSA.  

 

VI. Conclusion 

 

This study proposed procedure which apply clustering techniques 

in grouping banking system’s customers and select the best one. 

Classification techniques are used to extract decisions rules that 

discriminate between healthy and failing customers in order to 

predict bankruptcy in bank system.  
This study applies four clustering techniques to portion the 

customers in the bank system. These approaches are K-means 

method, fuzzy c-means method, EM method and SOM method. 

Three clusters are formed for each cluster method. Then cluster 

quality assessment is performed. The results show that SOM is the 

best among the four methods. 

After SOM method is used for dividing customer into clusters 

(normal, uncertain and risk), the information table that consists of 

conditions and decisions attributes is found and DRSA approach can 

be applied. This study illustrates the usefulness of the DRSA 

approach for the prediction of the behavior that causes bankruptcy of 

customer in bank system. The proposed prediction model generates 

decision rules. The DRSA is the extension of CRSA to deal 

with inconsistences that result from preference order in 

criteria. This is done by replacing the indiscernibility relation 

with the dominance relation. Compared with CRSA, the 

results indicate that the DRSA has better prediction ability. 

Moreover, the derived decision rules are in natural language 

form, which makes their meaning easier to understand than 

with traditional methods. 
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